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Abstract 

In this paper, we present a study in which we analyze digital 
image quality corrections performed by an expert operator 
at the National Gallery of Art (N.G.A.) in Washington, D.C., 
and we propose a framework to semi-automatically improve 
the quality of digital images in museum collections.  The 
work presented has two goals: (1) to explore ways to 
facilitate the color image correction process, and (2) to gain 
a better understanding of it. We analyze the expert’s 
correction process (i.e., operations and workflow), and 
compare changes in contrast and luminance for original and 
corrected images selected from two different collections 
(Impressionist and Dutch/Flemish paintings). Results of the 
study suggest that, although corrections depend on each 
individual image, it is possible to find patterns in the way 
that similar images are corrected. Therefore, the proposed 
framework is based on the assumption that images can be 
placed in categories (images within a category are more 
visually similar than images across categories), and that 
correction patterns can be learned and applied semi-
automatically (i.e., under the supervision of an expert 
operator) for different categories.  

Introduction 

The proliferation of technology to create, store, and share 
digital images has inspired the creation of large digital 
image collections. Although image quality is always a 
concern, the desired level of quality is highly application 
dependent. In museums, digital photographs of works of art 
are generated for many purposes (e.g., archive for 
inventory, publish on the Internet7,8, etc.). Due to the nature 
of the collections, however, the goal is often to produce 
digital images that look, as much as possible, like the 
original art.  

In working towards the goal of producing very high 
quality digital images, the Image Library Applications 
group at IBM TJ Watson Research Center has developed a 
high quality digital scanner. The Pro/3000 Digital Imaging 
System, which has been installed in several cultural 
institutions7 can create digital images with accurate color at  
high resolution (3,000 pixels by 4,000 pixels).  

In spite of scanner’s quality, its digital images must be 
retouched, using a manual correction process, to meet the 
most demanding institutional quality standards. The 
National Gallery of Art in Washington D.C., has been 
actively digitizing its permanent collection for a number of 
years. An expert operator scans photographic transparencies 
of paintings and corrects the digital images so that when 
viewed on a computer monitor (for publication on the 
Internet, www.nga.gov) they look, as much as possible, like 
the original works of art. 

At the N.G.A., and similar institutions, manual image 
correction involves demanding and time-consuming tasks, 
and these tasks create bottlenecks in the creation of large 
image collections. Furthermore, the process is subjective, 
and requires experience that is difficult to acquire since 
corrections depend not only on the output format (e.g., 
screen vs. printer), but also on the collection  and on content 
of each image. Automating the process, or facilitating it in 
some way, is important in addressing the bottleneck 
problem because it reduces the time required to prepare 
each image. It may also provide a greater level of 
consistency throughout the digital collection.  

Full automation, however, is so difficult that it may be 
unattainable, especially for applications where the desire is 
to create images that “look like the original art,” as much as 
possible. Such measures are based on human perception, 
making them highly subjective. Even partially automating 
the correction process is very difficult because corrections 
made by an expert may vary significantly depending on the 
individual image and collection (e.g., Impressionist vs. 
Dutch paintings).  

In this paper, we study the operations performed by an 
expert operator to improve the quality of digital images of  
paintings at the National Gallery of Art and we propose a 
framework to facilitate the image correction process (by 
learning corrections and applying them semi-automatically). 
Our goal is to gain a better understanding of the manual 
correction process and to learn how to facilitate the image 
correction process for museum collections.   

Related Work 
Although many image quality models2 and experiments 

have been performed in the past, to the best of the authors' 
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knowledge, this is the first experiment of its type (i.e., 
expert input, cultural application, etc.). Similarly, the 
learning framework proposed is different from previous 
systems that concentrate on a single aspect (e.g., color 
appearance models1, color constancy3, color mapping), that 
are not based on expert input5, or that use a standard-
observer approach to automatic quality corrections4. 

Capture and Correction Process 

Because of logistical considerations, paintings and other 
works of art are first photographed (by professionals in 
specialized studios) using standard photographic equipment 
and film. Then, the film transparencies are scanned using 
the IBM Pro scanner, and corrected by an expert operator 
(for publication on the Internet) so that on a computer 
screen  they look, as much as possible, like the original 
works of art (0).  

 

Photograph Scan Correct Publish 

 

Figure 1. General overview of the digitization and publication 
process at the N.G.A.. 

 
The expert spends perhaps an hour working on each 

image, making corrections (e.g., adjustments to contrast, 
color balance, etc.) and viewing the original painting, until 
he is satisfied with the appearance of the image on a CRT. 
The correction process can be characterized by a sequence 
of operations (0) that depends on the format and purpose of 
image output (in this case publication on the Internet), the 
image content, and the expert's subjective evaluation. 
Although objective quality measures are important, each 
decision is made by the expert based on his experience (in 
this case several years at the N.G.A.).   

 

O1 O2 On 
Original 
Image 

Corrected 
Image 

… 

 

Figure 2. Image correction operations. 

A Learning Framework 

We propose a framework whose goal is to facilitate the 
series of steps that are usually carried out by the operator in 
the correction process. The system we propose consists of 
two modules, one for training and one for automatic 
correction (0). During the training phase, the goal is for the 
system to learn to make corrections, from input provided by 
an expert. It is desirable for the system to identify patterns 
in the correction process, particularly in what we will call 
correction factors: (1) what types of corrections are needed 
(i.e., which operations to use), (2) where (i.e., to which 
images or types of images they should be applied), (3) when 
(i.e., in what order), and (4) how they should be applied 

(i.e., specific operation parameters). Our hypothesis is that, 
for a given application (e.g., publishing images on the 
Internet at the N.G.A.), decisions regarding the correction 
factors are highly dependent on specific visual content 
categories within the image collection (e.g., Impressionist 
paintings vs. Dutch/Flemish paintings). As a consequence, 
the first step in the training process consists of separating 
images into categories, where images within a category are 
more similar visually than images across categories. 
Patterns in the correction process, then, are learned 
independently for each category, and applied to future 
images depending on the image’s category.  
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Figure 3. Overall system framework. Depending on the training 
scenario, different features are extracted during training and used 
in the automatic correction phase. 

Training Phase 
For a given category (e.g., Impressionist paintings), 

there can be three different scenarios corresponding to the 
training phase, depending on the amount of information 
available. In scenario I, the individual correction operations 
(functionality and parameters) performed by the operator 
are known to the learning system. The input to the learning 
module, then, for each corrected image, consists of a set of 
features for the original image (e.g., histogram), and an 
ordered list of operation-parameter pairs (e.g., S={{O1, P1}, 
{O2, P2}, …, {On, Pn}}, where Oi is an operation and Pi 
corresponds to operation Oi's parameters}).  

In scenario II, the system will have access to the 
original and corrected images, and the system's designer 
will have general knowledge regarding the operations that 
were used in the correction process. Based on this general 
knowledge, the system is designed to extract features that 
reflect differences (caused by specific corrections) between 
the original and corrected images. For example, if it is 
known that contrast is usually corrected by the operator, a 
set of features, F={f1, f2, …, fn}, that specifically measure 
change in contrast can be extracted. The input to the 
training module, then, for each image, will consist of a set 
of features for the original image alone (e.g., histogram), 
and a set of features extracted from the differences between 
the original and corrected images. This scenario, described 
in more detail in the Data Analysis section, corresponds to 
the setup of our study at the N.G.A.. 

In scenario III, there is no information about the 
operations. Like in II, the system must analyze the 
differences between original and corrected images, and 
extract features to be used in a training set. The features 
extracted, however, will be not be based on any information 
about the possible operations being performed.  
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Learning and Automatic Correction 
One possibility for the learning component is to use 

unsupervised learning, where training examples (e.g., 
original images from the previous section) are clustered, 
based on their feature (e.g., histogram), according to a 
similarity metric (e.g., Euclidean distance). In the automatic 
correction process, the image to be corrected is placed in the 
appropriate cluster (based on similarity with the training 
images), and corrections are applied based on the 
corrections that were performed to the training images in 
the same cluster. If this approach is taken, to perform 
clustering it is necessary to extract, from the new image, the 
same features that were extracted from the original images 
in the training stage (e.g., histogram). Note that those 
features could also be used to learn/automatically determine 
a given image's category (e.g., Impressionist painting). 

Once the clustering has been performed, the type of 
correction that is made depends on the training scenario. In 
scenario I, for example, it would be possible to apply a 
sequence of operations, with known parameters, to the new 
image. The actual operations and parameters could be 
determined as a function of the corrections made to training 
images in the same cluster.  

In scenarios II, and III, there is no access to operation 
lists within a cluster. During training, the features extracted 
from pairs of original-corrected images have to be designed 
to measure specific aspects of the image correction process, 
and determine the actual correction that could have 
produced the changes. In the analysis presented in this 
paper, for example, we focus on analyzing changes in 
contrast. From the original/corrected images, the choice 
was made to extract a feature that measured the mapping of 
L* values (CIE Ligthness) from the original image to the 
corrected image.  The results, as will be explained in the 
Data Analysis section, can be applied directly to correct the 
contrast of new images.  

Analysis of Correction Process 

At the N.G.A. the expert operator has been using an off-the-
shelf software program for a number of years;  the list of 
operation-parameter pairs of scenario I is not available. To 
have access to detailed operation information it would have 
been possible to build new software with functionality 
similar to that of the software used by the expert.  Given his 
experience of several years with the current setup, however, 
this was not a viable option, particularly because it is not 
possible to implement exactly the same operations of the 
software currently being used (detailed information about 
the current implementation is not available). It would have 
been necessary for the expert to learn the effect of (even 
slightly) different operations, possibly affecting the 
correction process. Another possibility would have been to 
ask a different person to train the new system, but that was 
not adequate in terms of our study because one of the goals 
was to gain some insight into the image correction process 
as performed by an expert operator.  

The expert was interviewed on several occasions, to 
obtain some knowledge about the image correction process, 
described next and outlined in 0.  

 

Contrast 

Pure reds 
Shadows/Highlights 

Color Unsharp 
Masking 

 

Figure 4. Image correction process. 
 
Contrast: start by slightly increasing contrast. The color 

balance changes made in the following step affect 
luminosity, so large initial changes in contrast can create an 
image whose contrast is too high to begin with and that 
cannot be easily corrected. 

Color Balance: add or subtract colors in the shadows, 
mid tones, or highlights. This is done until the colors match 
“ fairly well,”  after which the operator goes back to adjust 
the contrast slightly. Several iterations are performed, going 
back and forth between color balance and contrast. 

Unsharp Masking: performed with typical values 
ranging between 30%-50%, 2.0-4.0 radius, and 0 threshold. 

Local Retouching: isolated areas of the image are 
selected for adjustment. Usually pure reds look “ too 
orange” , so the hue/saturation controls are used. Addi-
tionally, the shadows are sometimes separated and the levels 
control (used for contrast, in step one) is used to make them 
lighter. The same method is used to darken highlights if 
needed. Once the isolated areas have been corrected, the 
expert goes back to make new global adjustments, often 
performing the second pass a few hours later.  

The descriptions provided by the expert are important 
in that they highlight several issues: (1) the process in 
highly subjective in each of the correction factors described 
earlier (what, when, where, and how corrections are made), 
(2) in spite of the subjectivity, the operator uses a fairly 
stable workflow in the correction process.  

Data Analysis 

The goal of the experiments was to analyze the original 
images (those scanned by the operator) and compare them 
with the images corrected by the operator. Two sets of 
images were used (see Annex A), one of 19 Dutch/Flemish 
portraits and one of 19 Impressionist paintings. We plotted 
the L* histograms for each image (Fig. 5), and the L* 
mapping of values of each original image to the L* values 
of the corresponding corrected image (0). 

As Fig. 5 shows, the differences in histograms between 
the two categories are quite significant. This suggests, as 
was discussed in the Automatic Correction section, that 
histograms could be used in the training stage to 
automatically classify images into different categories. 
Additionally, the histograms within a category (e.g., 
Impressionist paintings) could be used as features to cluster 
visually similar images together. Although this is difficult to 
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see in the figure, in the experiments, it was possible to find 
clusters in terms of visual appearance (in the same category) 
and their corresponding histogram clusters.  We also found 
that the mapping of L* to change contrast varied, and that 
the variation was related to variations in the histogram. In 
other words, the data suggests that new images can be 
clustered according to their histogram, and that their 
contrast can be changed using L* mapping functions that 
are used for images with similar histograms. In 0, notice 
that clusters in the L* mapping functions are quite evident, 
and that the mapping differs between the collections, when 
we plot the mean function for each of the collections (0, 
right). 
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Figure 5. L* histogram plots for original (solid lines) and 
corrected (dotted lines) images of Impressionist paintings (left) 
and Dutch/Flemish paintings (right).  
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Figure 6. Functions that map L* values from original to corrected 
images, for Impressionist paintings (top) and Dutch/Flemish 
paintings (bottom). Figures on the left show four separate clusters 
in each category, while figures on the right show the mean for 
each category. 

Conclusions and Future Work 

We proposed a framework to learn corrections to digital 
images, made by an expert, in a museum setting. We 
analyzed actual data from two sets of images corrected by 
an expert from the National Gallery of Art in Washington, 
D.C. (USA). In particular, we examined a set of images in 
two different categories (Impressionist, and Dutch/Flemish 
paintings). Our study showed that the two collections show 
differences in the histograms, and that the contrast 
corrections made were different between the two 
collections. This supports our hypothesis that although 
corrections are image-dependent, it is possible to find 
similar correction patterns in images that are visually similar 

(i.e., in the same category). Since similar corrections were 
found for images in the same category, this study also 
suggests the possibility of constructing systems that learn 
correction patterns that are category specific, and apply 
them to images depending on their category. Our future 
work includes the implementation of the learning 
framework proposed, as well as a more extensive analysis 
of images and image features.  
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Appendix 

At the N.G.A., the paintings were photographed by 
professional photographers in special studios. The resulting 
color transparencies (typically 8x10 inches) were scanned at 
the N.G.A. using the IBM Pro Imaging System. The images 
were then corrected by the expert, and published on the 
Internet. The original scans for the images published on the 
Internet were not available at the N.G.A..  Therefore, we 
replicated the IBM scanner setup at the IBM TJ Watson 
Research Center, and obtained copies of the original 8x10 
transparencies. The transparencies were then scanned to 
replicate the original digital images. We used a collection of 
38 images from the N.G.A., 19 Impressionist paintings 
(19th/20 Century), and 19 Dutch/Flemish portraits (17th C). 
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